**Лабораторная работа №1**

**Измерение информации**

**1. Содержательный подход**

Количество информации, заключенное в сообщении, определяется объемом знаний, которое это сообщение несет получающему его человеку.

*Сообщение содержит информацию для человека, если заключенные в нем сведения являются для этого человека* ***новыми*** *и* ***понятными*** *и, следовательно, пополняют его знания.*

При содержательном подходе возможна качественная оценка информации: полезная, важная, …

Единица измерения количества информации называется битом. *Сообщение, уменьшающее неопределенность знания человека в два раза, несет для него 1 бит информации.*

Пусть в некотором сообщении содержатся сведения о том, что произошло одно из N равновероятных событий. Тогда количество информации, заключенное в этом сообщении:

*.*

**2. Алфавитный подход**

Алфавитный подход к измерению информации позволяет определить количество информации, заключенной в тексте. Такой подход является объективным, т.е. он не зависит от субъекта (человека), воспринимающего текст.

Множество символов, используемых при записи текста, называется алфавитом. Полное количество символов в алфавите называется мощностью (размером). Если допустить, что все символы алфавита встречаются в тексте с одинаковой частотой (вероятностью), то количество информации, которое несет каждый символ, вычисляется по формуле:

,

где N – мощность алфавита.

3. **Вероятностный подход к измерению информации**

Формулу для вычисления количества информации, учитывающую *неодинаковую вероятность* событий, предложил К. Шеннон в 1948 году. Количественная зависимость между вероятностью события *р* и количеством информации в сообщении о нем *x* выражается формулой: x=log2 (1/p). Качественную связь между вероятностью события и количеством информации в сообщении об этом событии можно выразить следующим образом - чем меньше вероятность некоторого события, тем больше информации содержит сообщение об этом событии.

Рассмотрим некоторую ситуацию. В коробке имеется 50 шаров. Из них 40 белых и 10 черных. Очевидно, вероятность того, что при вытаскивании "не глядя" попадется белый шар больше, чем вероятность попадания черного. Можно сделать заключение о вероятности события, которые интуитивно понятны. Проведем количественную оценку вероятности для каждой ситуации. Обозначим pч - вероятность попадания при вытаскивании черного шара, рб - вероятность попадания белого шара. Тогда: рч=10/50=0,2; рб40/50=0,8. Заметим, что вероятность попадания белого шара в 4 раза больше, чем черного. Делаем вывод: если *N* - это общее число возможных исходов какого-то процесса (вытаскивание шара), и из них интересующее нас событие (вытаскивание белого шара) может произойти *K* раз, то вероятность этого события равна *K/N*. Вероятность выражается в долях единицы. Вероятность достоверного события равна 1 (из 50 белых шаров вытащен белый шар). Вероятность невозможного события равна нулю (из 50 белых шаров вытащен черный шар).

Количественная зависимость между вероятностью события *р* и количеством информации в сообщении о нем x выражается формулой: . В задаче о шарах количество информации в сообщении о попадании белого шара и черного шара получится: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAYQAIACQAAAAAxRAEACQAAA+kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgGBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gGAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUonSAAaZ02hRmnQQAAAAtAQAACgAAADIKgAGvEwYAAAAzMjE5MjgIAAAAMgqAAVUTAQAAACwyCAAAADIKgAGbEgEAAAAwMggAAAAyCoABpBABAAAAKTIIAAAAMgqAASoPAgAAADI1CAAAADIKgAHEDgEAAAAsNQgAAAAyCoABKA4BAAAAMTUIAAAAMgqAAcgNAQAAACg1CQAAADIKgAE5CwMAAABsb2c5CAAAADIKgAFCCQEAAAApbwgAAAAyCoABiAgBAAAAOG8IAAAAMgqAATQIAQAAACxvCAAAADIKgAF6BwEAAAAwbwgAAAAyCoABzwYBAAAAL28IAAAAMgqAAfQFAQAAADFvCAAAADIKgAGUBQEAAAAobwkAAAAyCoABBQMDAAAAbG9nORwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JSidIABpnTaFGadBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABMw0BAAAAMm8IAAAAMgrgAf8EAQAAADJvHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHReDgoG8BxmAMDwGADYlKJ0gAGmdNoUZp0EAAAALQEAAAQAAADwAQEACAAAADIKgAF5EQEAAAA9bwgAAAAyCoABFwoBAAAAPW8IAAAAMgqAAeMBAQAAAD1vHAAAAPsCIP8AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlKJ0gAGmdNoUZp0EAAAALQEBAAQAAADwAQAACAAAADIK4AHvAAEAAADhbxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JSidIABpnTaFGadBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABTAABAAAAeG8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCd2hRmnQAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==); ![](data:image/x-wmf;base64,183GmgAAAAAAAAAWQAIACQAAAABRSgEACQAAA8kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAFhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AFQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUonSAAaZ05Q5mEwQAAAAtAQAACgAAADIKgAE7EQYAAAAzMjE5MjgIAAAAMgqAAeEQAQAAACwyCAAAADIKgAEnEAEAAAAyMggAAAAyCoAB9A0BAAAANTIJAAAAMgqAAT8LAwAAAGxvZzkIAAAAMgqAAUcJAQAAAClvCAAAADIKgAGHCAEAAAAybwgAAAAyCoABIQgBAAAALG8IAAAAMgqAAWcHAQAAADBvCAAAADIKgAG8BgEAAAAvbwgAAAAyCoAB4gUBAAAAMW8IAAAAMgqAAYIFAQAAAChvCQAAADIKgAH0AgMAAABsb2c5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlKJ0gAGmdOUOZhMEAAAALQEBAAQAAADwAQAACAAAADIK4AE4DQEAAAAybwgAAAAyCuAB7QQBAAAAMm8cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdAISCrDQX2MAGPEYANiUonSAAaZ05Q5mEwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAf4OAQAAAD1vCAAAADIKgAEcCgEAAAA9bwgAAAAyCoAB0QEBAAAAPW8cAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUonSAAaZ05Q5mEwQAAAAtAQEABAAAAPABAAAIAAAAMgrgAesAAQAAAPdvHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlKJ0gAGmdOUOZhMEAAAALQEAAAQAAADwAQEACAAAADIKgAFMAAEAAAB4bwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABPlDmYTAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Рассмотрим некоторый алфавит из *m* символов: ![](data:image/x-wmf;base64,183GmgAAAAAAAEAKQAIBCQAAAAAQVgEACQAAA2kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUonSAAaZ0Cxlm6QQAAAAtAQAACAAAADIKgAFvCQEAAAApeQgAAAAyCoABxwcBAAAALHkIAAAAMgqAAQcGAQAAACx5CAAAADIKgAFNBQEAAAAyeQgAAAAyCoAB5wQBAAAALHkIAAAAMgqAAUsEAQAAADF5CAAAADIKgAH3AQEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JSidIABpnQLGWbpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABVQgBAAAAbXkIAAAAMgqAAaEGAQAAAEt5CAAAADIKgAF1AgEAAABpeQgAAAAyCoABagABAAAAcHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUonSAAaZ0Cxlm6QQAAAAtAQAABAAAAPABAQAIAAAAMgrgAS4BAQAAAGl5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHTEDAoKkBtmABjxGADYlKJ0gAGmdAsZZukEAAAALQEBAAQAAADwAQAACAAAADIKgAFFAwEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAOkLGWbpAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)и вероятность выбора из этого алфавита какой-то *i*-й буквы для описания (кодирования) некоторого состояния объекта. Каждый такой выбор уменьшит степень неопределенности в сведениях об объекте и, следовательно, увеличит количество информации о нем. Для определения среднего значения количества информации, приходящейся в данном случае на один символ алфавита, применяется формула ![](data:image/x-wmf;base64,183GmgAAAAAAAAAMQAQBCQAAAABQVgEACQAAA+YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQADBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////ACwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUonSAAaZ0LQpmSgQAAAAtAQAACAAAADIK4AJxCwEAAABpeQgAAAAyCvoAXwQBAAAAbXkIAAAAMgrvAxkEAQAAAGl5CAAAADIK4AKcBgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JSidIABpnQtCmZKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACuQoBAAAAcHkIAAAAMgqAAuQFAQAAAHB5CAAAADIKgAJGAAEAAABIeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JSidIABpnQtCmZKBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuACwQkBAAAAMnkIAAAAMgrvA+QEAQAAADF5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlKJ0gAGmdC0KZkoEAAAALQEBAAQAAADwAQAACQAAADIKgALHBwMAAABsb2dlHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHSmDgraMGFjABjxGADYlKJ0gAGmdC0KZkoEAAAALQEAAAQAAADwAQEACAAAADIKgAI3BwEAAADXbwgAAAAyCoACCQMBAAAALW8IAAAAMgqAAuEBAQAAAD1vHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHS3EQolUGFjABjxGADYlKJ0gAGmdC0KZkoEAAAALQEBAAQAAADwAQAACAAAADIK2QLjAwEAAADlbxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0pg4K2zBhYwAY8RgA2JSidIABpnQtCmZKBAAAAC0BAAAEAAAA8AEBAAgAAAAyCu8DbwQBAAAAPW8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBKLQpmSgAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). В случае *равновероятных* выборов *p=1/m*. Подставляя это значение в исходное равенство, мы получим

**![http://www.ido.rudn.ru/nfpk/inf/f5.gif](data:image/gif;base64,R0lGODlhBgJPAOYAAAAAAP///5xIdHQASHQAdEgASJx0nEgAdHRInAAAdAAASEhInEhIdJyc39/f/wAgdCBIpzVfxJy//wA1j0h0v3Sc3wBIpzWP/wBInABIiUin/3S//3Scv0ic3wB0v5zf/wB0nABISHS/v0h0dJzf33ScnL///9///5zfv7//37//vz9fPr/fnJycdP//v///33RlAEg2AP/fiP/fnHRIAP/EX790AN+cNt+cSP+/dMScdL9XAJxIAMRfFL90SN+cdP+/nHQgAJw/LHQAAEgAAD4AACsAAJxISL90dN+cnJx0dHR0dEhISP///wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAE0ALAAAAAAGAk8AAAf/gAGCg4SFhoeIiYqLjI2Oj5CRkpOUlZaXmJmam5ydnp+goaKjpKWmp6ipqqusra6vsLGys7S1tre4ubq7vL2+v8DBwsPExcbHyMnKvTkJJsuhLzwd0NXW19iM0h7ZnzjO3eHi48EvRx/knC4Ez+nuoC5DCh/xzvEYJ5I4ABu4+/3V/kWyARCRwE0HcyU8NGNBPmQL3516IUAFARYFSAhgcaCdI2kA+NkCKXIZyYKNcnBDdFJTS1wvE+GgZiymxFMNlZho1uJDDnySZhBBSUso0WRGH1H0iCjpJqe5oCJax5SY1JulcDDpZyNEhQAzJ12dNRZZ2aYUGJ2ltFZWW0E4/44Ke4u1kw1u0vBJk6t2KC66c/06ituXL1vBUREnmpH2GOC6mVwMQJd0RkexiotmRrqZpYCqDDtXetyK7lLHoiF3apjvZ2sPP9BFIp2Ktq/HLhA8VGR7Ue/aqQn5kF3st+pIYQPchQuA5uzgrozresy4kfTQht1Ch5u91/Xjq76HEm+LemPf2yGRFwWYsLH14E3BX50+GPWvhTnN/9S+O6/98YViQ0gAAJUfKQOGZOB49V2SYIG7LYafIg8uaEmFEdKC4SLu6dfghQRaiJl/rmAoFIEkDpNDSCn+smJJtdQQQYCX9HBBJy+2KEuOu+AwzyDxOAfKgwQSCM4oAMKSJP8mMtJoiY2eLMneh6ssN8gMBRAHijRHAskOKVKWRqUpTW5yGidnZpKmJlDSp6N2b6ayFyE4iPjJPRkmAVqUiO0TknMg/ehdnwTSFKiWYE6o5medrHmJo5h0+BShfwpyKFmC+dncIJc+Es889ZiA5yNYEieNkKKsuBJwANXZGgArLffiqom1CpSqynEzq3yKYgLpo4y6FCxCcR7oagC4yhoSrWL2cyyuuSK7rFIVXZTRRpcNViSKiBBJILPIbcpqAFD5SM8Q/ZwqirfTPtdPuQqggG4A6vKK5rDC7knJr5Z0yC6sQfkFr7zpTjPKv+AaBe+5BaPq2wI68eSTnSwZPMj/N/o6gnAiNgiKk185eLziBkHSywO4qmx8JcgiAyDCENRsg1OvlPxL8SM2Z4jztgrqPImkjagsSFIhE7fiyzGfDGfRg4xcssyPaMWVV2A5vJhiVp4SqiLxrMrz1wAAOQStRMOYlKslOwI2z6CUXZBRaMMMydrbir3qDDQHQHfdhfC7N4GHQNq1IIMTPnbg+A7yd0gGFYtePyOvvEHcVieyeNgjRj60X5RDslxeJ8w5WJdpHyJ0JTmA4AAqlRGxajPPxNOugF+j/Di5rjdtzxCzl4L3vRnvm7gl/Fbib+0Bv5u7ILDLDvDByBei8PLIguO87VNNhvu72Wqj9MUey+fQ/7jKiaSuOYhaykNI4Ssp2IANox9e3pUUL3zwkdj/s+O8vW/+NPKrRVLgZ7KYnUMs43MNsmCTPkNoCh/OgxEpqJIK57WKWyYrEjjkJ432tcKCzGFRBo2Ev6fQ736NGl79VNgv/k2FdyXRVME0WMIJwtBZGCRJSLrEIZpYaR/U2FouAngLJHjkdzOQwMoqhwsjXmlCJPHgJcrkpEm0KRVOHBoU1wcAKboii+TaIvsaiAyCGMIFDYhFDoT0u0LEw4WpWCMh2shBHniRElSsYiSueAo5PtFSB+wgGVfhRy0CEh2CDIjVzAgLc1nKADpjzS8cSS9IDk2Jm2PiJPKox0fw0f8UlHyBJcmFSdxpMhWhHGUSlwgNTfHsjqgkkBSHEwxNefGNnOBkJxvxSVDKkoy4nIUtgTmvXbIiB3CMyvg2oUtjKqKXZFkmMCTpzNqcxxq0zCUEqukIaMoim8EA5zFAxyEJnlEe59rdzZ6yTCAg6lPpFNUQ1rkjvsAzVKNazDXdiE58ztNnjLjnENQJ0Ar2c6DyXCfQZoHMF4IKoflsRUPTYRPEWQQjGuFIDUdDhCLZiSIXvZZGp7PPvlULo9gKXm4KClJrZbR7+TupSGHqipaidKSIECdZSkoIm850o23jqTjekpOdJKAnCgTFi4pktaJKLKm3oKY7DeHUo06soPT/YiG5IGZUpNKTN1x96ldxElarQtWkQCXrQ6YqvbJ6FatIaucgfbEPHjYFOlJTDtWS84q8duUrfC1PR0OkM7/u9ZRgMYxhAYtYmWxFr4wV5mP/WjV9CtajhZ3sYcWEWWSoxDrQ+RwP9MKDZGZCtKQ17SeWWijT4WW0oSutWoQaLdCJbhKoja1qT/va1Mpkt5pgbaUMkdvbxpFnjeUFI1XWFslQRmA0XYVzt0eu6AJjupWxLloPgV3oppUQ3eXed0MR3urqS3+4KK9lxmvM6R6oKQm8FQNfIUkFqiQ2xYnva/C7CJUspL7y/QEMsEdcbkhyBw/YLyK5CMtCZG0RD25r/2syUISQPEAHDQzsNPW7QP5ykxFnvVp2kvNDcbmCxCsBojFQzJzGviAIIryYD1MMgBU8jxH74EZY9jGBFtMrkHac68VurIgcy8SHy7oBACzAEGnWcsY+/nAj+MrcMUm5pkIwAolmwAAaEPhKXb5bmKlaSqEglsteVsuY1ZKANIeYgleWCPo8LOI4/0IGRtBAQAmQgu9xjc/fW0efvxzMRAjaz1MB9JcDcGhuMNJL7LXzMWSH2A1JejpEiIFdCzEcqCmi098D9ZepmQhRL8LUp/7ANh5tsk1f+tWwZsVbCOPpxplMxwX7sk4dmOsi99rX9IIhkWNN7GLLOjh0RDRV8f+zjWQTeKISUh/2nM0bZp8MnsbOtrblE5x/8eVfX5NLdSAcbtOV29w8K4GVt83udvcvRbVWRK3jfSW5em/Rt/6I0tzr7n77O3n6xne+OaXszXV2EfQOXMEr5ujk/vvh/ra0vBeucFrRW7gmnji+E24I1gIX4iAPuchHTvKSm/zkKE+5ylfO8pa7/OUwj7nMZ07zmtv85jjPuc53zvOe+/znQA+60IfuCIESVGwd2IeglgqQGXCAix8nutSv7NOXtkN2TOgAl+TJFaCUCiyunrrY+13VtxJ8JQrLEtirYoOxjv3txF5sZQlOk9INqEuag7ve3V1c2dLdcNSAH8YcHPZhvRte0uqFab1KBbu18zPqh4/8OwCsYIKDo+0ncKQNwOGevEv+81dmMVgyLo0RdBQozltCF9HxIIeD/vVUtxjsZ2/yetH+9iK3Pe537+/r8f73wA++8IdP/OIb//jIJ3YgAAA7)**

Рассмотрим следующий пример. Пусть при бросании несимметричной четырехгранной пирамидки вероятности выпадения граней будут следующими: p1=1/2, p2=1/4, p3=1/8, p4=1/8, тогда количество информации, получаемое после броска, можно рассчитать по формуле:

**![http://www.ido.rudn.ru/nfpk/inf/f6.gif](data:image/gif;base64,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)**

Для симметричной четырехгранной пирамидки количество информации будет: *H=log24=2(бит)*.

Заметим, что для симметричной пирамидки количество информации оказалось больше, чем для несимметричной пирамидки. Максимальное значение количества информации достигается для равновероятных событий.

**Задание к лабораторной работе**

Разработать приложение, реализующее алфавитный подход к измерению информации:

1. Алфавит языка находится в отдельном файле (его можно модифицировать). Мощность определяется автоматически.

2. Сообщение задается пользователем.

3. Дополнительно предусмотрены измерения информации для русского и английского языка.

4. Обоснование выбора языка програмирования.

При защите лабораторной работы необходимо решить задачу на один из подходов к измерению информации.

**Задачи по теме "Алфавитный подход к измерению информации".**

6. Световое табло состоит из лампочек, каждая из которых может находиться в двух состояниях («включена» или «выключена»). Какое наименьшее количество лампочек должно находиться на табло, чтобы с его помощью можно было передать 200 различных сигналов?

7. Эллочка-людоедка (в лексиконе которой, как известно, было 30 слов) произносит фразу, состоящую из 50 слов. Какое количество информации в битах сообщает Эллочка?

**Более сложные задачи по теме "Алфавитный подход к измерению информации".**

8. В велокроссе участвуют 119 спортсменов. Специальное устройство регистрирует прохождение каждым из участников промежуточного финиша, записывая его номер с использованием минимально возможного количества бит, одинакового для каждого спортсмена. Каков информационный объем в битах сообщения, записанного устройством, после того как промежуточный финиш прошли 70 велосипедистов?

9. Репетиционный экзамен в школе сдают 125 человек. Каждому из них выделяют специальный номер. При регистрации участника для записи его номера используют минимально возможное количество бит, одинаковое для каждого участника. Каков объем информации в битах, записанный устройством, после регистрации 60 участников?

10. Для передачи секретного сообщения используют код, состоящий из десятичных цифр. При этом все цифры кодируются одним и тем же (минимально возможным) количеством бит. Определите информационный объем в битах такого сообщения длиной в 150 символов.

11. Метеорологическая станция ведет наблюдение за влажностью воздуха. Результатом одного измерения является целое число от 0 до 100 процентов, которое записывается при помощи минимального возможного количества бит. Станция сделала 80 измерений. Определите информационный объем в битах результатов измерения.

12. Для записи результатов детской игры «Зарница» используется таблица, в каждой клетке которой записано либо количество баллов, полученных командой в соответствующем виде состязаний (1, 2, 3), либо прочерк (если команда в этом виде соревнований не участвовала). В «Зарнице» соревнуются 30 команд в 10 видах соревнований. Какое количество информации в битах содержит таблица?

23. Световое табло состоит из лампочек. Каждая лампочка может находиться в одном из трех состояний («включено», «выключено» или «мигает»). Какое наименьшее количество ламп должно находиться на табло, чтобы с его помощью можно было передать 27 различных сигналов?

24. Азбука Морзе позволяет кодировать символы для радиосвязи, задавая комбинацию точек и тире. Сколько различных символов можно закодировать, используя код Морзе длиной не менее пяти и не более шести сигналов?

25. Вася и Петя передают друг другу сообщения, используя синий, красный и зеленый фонарики. Это они делают, включая по одному фонарику на одинаково короткое время в некоторой последовательности. Количество вспышек в одном сообщении – 3 или 4. Между сообщениями – паузы. Сколько различных сообщений могут передавать мальчики?

26. Для передачи 300 различных сообщений используют 5 последовательных цветовых вспышек. Цветовые лампы включаются на одинаково короткое время в некоторой последовательности. Лампы скольких различных цветов должно использоваться при передаче (минимальное количество)?

27. Для передачи 1000 различных сообщений используют 5 последовательных цветовых вспышек. Цветовые лампы включаются на одинаково короткое время в некоторой последовательности. Лампы скольких различных цветов должно использоваться при передаче (минимальное количество)?

**Лабораторная работа №2**

**Алгоритмы архивации без потерь. RLE.**

**Алгоритм RLE**

**Первый вариант алгоритма**

Данный алгоритм необычайно прост в реализации. Групповое кодирование — от английского Run Length Encoding (RLE) — один из самых старых и самых простых алгоритмов архивации графики. Изображение в нем (как и в нескольких алгоритмах, описанных ниже) вытягивается в цепочку байт по строкам растра. Само сжатие в RLE происходит **за счет того, что в исходном изображении встречаются цепочки одинаковых байт**. Замена их на пары <счетчик повторений, значение> уменьшает избыточность данных.

Алгоритм *декомпрессии* при этом выглядит так:

Initialization(...);   
do {   
    byte = ImageFile.ReadNextByte();   
    if(является счетчиком(byte)) {   
        counter = Low6bits(byte)+1;   
        value = ImageFile.ReadNextByte();   
        for(i=1 to counter)   
            DecompressedFile.WriteByte(value)   
        }   
    else {   
        DecompressedFile.WriteByte(byte)   
} while(ImageFile.EOF());

В данном алгоритме признаком счетчика (counter) служат единицы в двух верхних битах считанного файла:
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Соответственно оставшиеся 6 бит расходуются на счетчик, который может принимать значения от 1 до 64. Строку из 64 повторяющихся байтов мы превращаем в два байта, т.е. сожмем в 32 раза.

Алгоритм рассчитан на деловую графику — изображения с большими областями повторяющегося цвета. Ситуация, когда файл увеличивается, для этого простого алгоритма не так уж редка. Ее можно легко получить, применяя групповое кодирование к обработанным цветным фотографиям. Для того, чтобы увеличить изображение в два раза, его надо применить к изображению, в котором значения всех пикселов больше двоичного 11000000 и подряд попарно не повторяются.

**Второй вариант алгоритма**

Второй вариант этого алгоритма имеет больший максимальный коэффициент архивации и меньше увеличивает в размерах исходный файл.

Алгоритм декомпрессии для него выглядит так:

Initialization(...);   
do {   
    byte = ImageFile.ReadNextByte();   
    counter = Low7bits(byte)+1;   
    if(если признак повтора(byte)) {   
        value = ImageFile.ReadNextByte();   
        for (i=1 to counter)   
        CompressedFile.WriteByte(value)   
    }   
    else {   
    for(i=1 to counter){   
        value = ImageFile.ReadNextByte();   
        CompressedFile.WriteByte(value)   
    }   
    CompressedFile.WriteByte(byte)   
} while(ImageFile.EOF());

Признаком повтора в данном алгоритме является единица в старшем разряде соответствующего байта:
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Как можно легко подсчитать, в лучшем случае этот алгоритм сжимает файл в 64 раза (а не в 32 раза, как в предыдущем варианте), в худшем увеличивает на 1/128. Средние показатели степени компрессии данного алгоритма находятся на уровне показателей первого варианта.

**Характеристики алгоритма RLE:**

**Коэффициенты компрессии:** Первый вариант: 32, 2, 0,5. Второй вариант: 64, 3, 128/129. **(Лучший, средний, худший коэффициенты)**

**Класс изображений: Ориентирован алгоритм на изображения с небольшим количеством цветов: деловую и научную графику.**

**Симметричность: Примерно единица.**

**Характерные особенности: К положительным сторонам алгоритма, пожалуй, можно отнести только то, что он не требует дополнительной памяти при архивации и разархивации, а также быстро работает. Интересная особенность группового кодирования состоит в том, что степень архивации для некоторых изображений может быть существенно повышена всего лишь за счет изменения порядка цветов в палитре изображения.**

**Задание к лабораторной работе**

Разработать приложение, реализующее алгоритм кодирования серий.

Пусть дан массив 10000, случайно сформированный из 0 и 1. 0 характеризует белый цвет, 1 – черный. Данный массив находится в файле 1.txt.

1. В приложении должен быть реализован «визуализатор», который исходный массив (в визуализаторе должен быть предусмотрен выбор файла из списка) преобразует в «аватарку» размером 100х100.

2. Затем исходный массив сжимается алгоритмом RLE и результат записывается в файл 2.txt. Данный файл должен быть распознаваемым приложением, разработанным Вашим сокурсником.

3. Файл 2.txt декомпрессируется в файл 3.txt и опять визуализируется в «аватарку» 100х100. Исходный и конечный варианты должны совпадать.

4. Обоснование выбора языка програмирования.